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Overview

Large language models (LLMs) have the remarkable ability to solve
new tasks with just a few examples, but they need access to the
right tools. Retrieval Augmented Generation (RAG) addresses this
problem by retrieving a list of relevant tools for a given task. How-
ever, RAGâs tool retrieval step requires all the required information
to be explicitly present in the query. This is a limitation, as seman-
tic search, the widely adopted tool retrieval method, can fail when
the query is incomplete or lacks context. To address this limitation,
we propose Context Tuning for RAG, which employs a smart con-
text retrieval system to fetch relevant information that improves both
tool retrieval and plan generation. Our lightweight context retrieval
model uses numerical, categorical, and habitual usage signals to re-
trieve and rank context items. Our empirical results demonstrate that
context tuning significantly enhances semantic search, achieving a
3.5-fold and 1.5-fold improvement in Recall@K for context retrieval
and tool retrieval tasks respectively, and resulting in an 11.6% in-
crease in LLM-based planner accuracy. Additionally, we show that
our proposed lightweight model using Reciprocal Rank Fusion (RRF)
with LambdaMART outperforms GPT-4 based retrieval. Moreover,
we observe context augmentation at plan generation, even after tool
retrieval, reduces hallucination.

User Centric Persona Synthesis

We simulate realistic underspecified and implicit interactions us-
ing GPT-4 across various applications commonly found with digi-
tal assistants. The dataset is structured to encompass a diverse
range of contexts, representing different synthetic user activities
and interactions. A total of 791 unique personas were synthe-
sized, covering seven key applications, shown in Table 1. The
final dataset contained 4,338 train and 936 test data points.

Table: Distribution of Context and Tools generated by GPT-4 based User
Centric Persona Synthesis.

Application Avg. Context Items Tools Count
Music 4.38 11
Google 9.57 10
Notes 2.23 9
Mail 2.93 8
PhoneCall 2.34 8
Calendar 5.63 7
Reminders 4.81 6

Figure: Snippet of a Persona.

Retrieval Augmented Generation with Context Retrieval

Figure: Context-tuned RAG pipeline illustrating end-to-end processing of a complex request with progressive plan generation.

Sample of Context-Seeking Queries

We generate CoT using GPT-4 to guide the planner in resolving tool ambiguity. Table 2 showcases examples of
generated implicit queries alongside their corresponding CoT, context, and top-3 relevant tools.

Table: A sample of context-seeking or under-specified queries along with CoT produced by GPT-4. The columns for context and tools
show labels for those retrieval tasks.

Implicit Query CoT Relevant Context Top-3 Relevant Tools

When is my next
guitar lesson?

Check the ’Calendar’ for any
upcoming guitar lessons.
If not there, check ’Reminders’
for any alerts set about the lesson.

The user has a reminder
titled “Guitar Class"

[’Reminders’, ’Calendar’,
’Notes’]

I need to check my
diet plan again.

I may have noted down the
diet plan in ’Notes’. If not
there, perhaps I saved a photo
of it in ’Photos’.

The user has a note titled
“Intermittent Fasting Plan."
The user also has an
image titled “Keto Diet."

[’Photos’, ’Notes’,
’Mail’]

I’m running late.

Check ’Calendar’ for any
scheduled meetings. If so, verify
’Maps’ or ’Google Maps’ to
gauge current traffic situation
and estimated time of arrival.
Use ’Messages’ or ’Messenger’
or ’Mail’ to inform the meeting
attendees that you are
“running late".

The user has an upcoming
meeting titled “LLM
Discussion" organized by
“John Doe."

[’Calendar’, ’Mail’,
’Messages’]

Methodology

Our experiments train and evaluate tool retrieval and planning with and without context tuning.
Context Tuning To compare various context retrieval methods, we employ both text-based and vector-based
retrieval baselines. We simulate different context stores by structuring context data per persona and train models
to perform federated search. We use query and persona meta-signals, such as frequency, usage history, and
correlation with geo-temporal features, to perform retrieval. We evaluate context retrieval using the Recall@K
and Normalized Discounted Cumulative Gain (NDCG@K) metrics.
Tool Retrieval We employ the pre-trained GTR-T5-XL model for semantic search using cosine similarity to
retrieve the top-K tools. Extending the tool retrieval process to incorporate ranking should be a straightforward
endeavor. We evaluate tool retrieval performance with and without context retrieval using Recall@K.
Planner The plannerâs objective is to select the most appro- priate tool from the retrieved tool list and gener-
ate a well-formed plan. A plan comprises an API call constructed using the chosen tool and parame- ters
extracted from the query and retrieved context. We fine-tune OpenLLaMA-v2-7B (Touvron et al., 2023) for
plan generation. To assess the plannerâs performance, we employ the Abstract Syntax Tree (AST) matching
strategy to compute plan accuracy. A hallucination is defined as a plan generated using an imaginary tool.

Comparison of various Context Retrieval methods

Figure: A comparison of various Context Retrieval methods using Recall@K
and NDCG@K metrics. The context-seeking query is used as input to
perform a federated search across different context stores, after which
semantic search or ranking is applied.

Tool Retrieval Results

Incorporating relevant context into Tool Retrieval consistently
yields substantial gains across various K-values. Recall@K for
Tool Retrieval improved from a range of 52%-64% to 75%-97%
for K = 1 to 10.

Planner Results

To establish the plannerâs lower bound, we remove the retrieval
step, while the upper bound is set by directly utilizing context
and/or tool labels, effectively employing oracle retrievers. Table 4
encapsulates the end-to-end evaluation of the fine-tuned planner,
demonstrating that the context-tuned planner significantly out-
performs the planner based on traditional RAG using semantic
search. Notably, even when the correct tool is retrieved, incor-
porating relevant context in plan generation, as evidenced by the
upper bound, helps in reducing hallucination.

Figure: End-to-end planner evaluation both with and without context tuning.
"Lower Bound" excludes retrieval and performs direct plan generation while
"Upper Bound" assumes perfect context and tool retrieval.
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