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The challenge of Probabilistic Logical Reasoning

Logical Reasoning Probabilistic Logical Reasoning

Dave is big.

If someone is big, then they are green.

If someone is green, then they are round.

Dave is big.

Usually, If someone is big, then they are green.

Normally, If someone is green, then they are round.

Conclusion: David is round. Conclusion: David is round with a probability of 72%.
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Motivation

■ Importance of reasoning over uncertain text

◻ Majority of rules in DBpedia are uncertain

◻ Scientific content often utilizes hedges to express uncertainty

■ Limitations of current language models in probabilistic logical reasoning

◻ Coherent step by step reasoning

◻ Arithmetic calculations

EACL 2024 Findings
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Problem Definition

■ Context: Facts + Rules ( 𝑝1, 𝑝2, … , 𝑝𝑛 → 𝑞, 𝑃𝑟)

■ Question: what is the Probability of an inferable fact?

■ Answer: A probability from 0 to 1

■ Datasets: RuleBERT and our newly introduced RuleTaker-pro

◻ Rules in RuleBERT

◻ Rules in RuleTaker-pro → Context specific rules
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Datasets

EACL 2024 Findings

RuleBERT and RuleTaker-pro examples with their require steps of reasoning
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Approach: Probabilistic Constraints Training (PCT)

■ Motivation: following steps of reasoning

■ Constraints:

◻ Rule: (𝑝1, 𝑝2, … , 𝑝𝑛) → 𝑞

◻ Logical rules (previous work): |1 − min(1,
𝑃 𝑞

𝑃 𝑝1 ∗ 𝑃 𝑝2 ∗ …∗ 𝑃 𝑝𝑛
)| =  0

◻ Probabilistic logical rule constraint: |𝑃 𝑞 −  𝑃(𝑝1)  ∗  𝑃(𝑝2)  ∗  … ∗  𝑃(𝑝𝑛)  ∗  𝑷𝒓 | =  0

EACL 2024 Findings

Examples of constraint conversion
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Approach: Probabilistic Constraints Training (PCT)

■ Training

𝐿𝑜𝑠𝑠 =  𝑇𝑎𝑠𝑘𝐿𝑜𝑠𝑠 + 

𝑖=1

𝑚

𝜆𝑗  ∗ 𝐶𝑖

■ Inference

EACL 2024 Findings

Examples of constrains
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Experiments

■ Usefulness of textual rules in probabilistic reasoning

■ To what extent does the baseline language model improvements from PCT 

◻ Probabilistic reasoning

◻ Intermediate inferred facts

■ Transferring the probabilistic reasoning capabilities

■ Evaluation of Generative Large Language models

■ Metrics: BA, CA1, CS1

■ Models: RoBERTa Large, GPT3.5 and GPT4

EACL 2024 Findings
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Usefulness of Textual Rules in Probabilistic Reasoning

EACL 2024 Findings

■ Better results without the text of the rules

■ Why?

■ How about RuleTaker-pro?

RuleBERT results with and without text of the rules with BA metric.
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Improvements with PCT

■ RuleBERT ■ RuleTaker-pro

EACL 2024 Findings

RuleBERT results with and without PCT with BA metric.

RuleTaker-pro results with and without 

PCT with CA1 and CS1 metrics.
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Transfer Learning

EACL 2024 Findings

■ Lower depth to higher depths questions

■ Simple to complex examples

■ Another domain

RuleTaker-pro simple and complex examples evaluated 

separately with and without PCT with CA1 metric.

Transfer learning from RuleTaker-pro 

to RuleBERT with BA metric.



12

LLM Results

■ RuleTaker-pro Results

■ Additional results:

◻ RuleBERT results

◻ Chain of though attempt

EACL 2024 Findings

LLM results on RuleTaker-pro with CA1 metric.

Why LLM 

failed here?
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Conclusion

EACL 2024 Findings

■ New Dataset: RuleTaker-pro

■ Novel Probability constraints training (PCT)

■ PCT helped Transfer Learning

■ Generative Large Language Models failed
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Future Work

EACL 2024 Findings

■ Dealing with uncertainty in Realistic domains

■ Improving LLMs for probabilistic logical reasoning
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EACL 2024 Findings

Questions?


	Slide 1
	Slide 2: The challenge of Probabilistic Logical Reasoning
	Slide 3: Motivation
	Slide 4: Problem Definition
	Slide 5: Datasets
	Slide 6: Approach: Probabilistic Constraints Training (PCT)
	Slide 7: Approach: Probabilistic Constraints Training (PCT)
	Slide 8: Experiments
	Slide 9: Usefulness of Textual Rules in Probabilistic Reasoning
	Slide 10: Improvements with PCT
	Slide 11: Transfer Learning
	Slide 12: LLM Results
	Slide 13: Conclusion
	Slide 14: Future Work
	Slide 15

